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RESUMEN: Este trabajo presenta un sis-
tema de traducción automática de tex-
to en español a la glosa de la lengua de 
señas mexicana (LSM), una representa-
ción intermedia y gramatical que refleja 
la secuencia de señas de esta lengua. 
Para el desarrollo del sistema, se cons-
truyó un corpus bilingüe LSM-español 
a partir del diccionario de la LSM de la 
Ciudad de México, complementado con 
información lingüística adicional y recur-
sos audiovisuales, y estructurado en una 
base de datos relacional. Posteriormen-
te, utilizando el modelo NLLB de Meta, se 
realizó un ajuste fino con dicho corpus, 
generando tres variantes del modelo: ES-
LSM1, ES-LSM2 y ES-LSM3. La calidad 
de cada versión se evaluó con las métri-
cas BLEU, ROUGE y ChrF, observándose 
mejoras significativas en cada versión, 
incluso con una cantidad limitada de da-
tos. En particular, la versión ES-LSM3 
alcanzó resultados destacados con 84% 
en ROUGE, 75% en ChrF y hasta 65% en 
BLEU-1, reflejando traducciones con alta 
precisión léxica y correspondencia con 
las frases de referencia. Finalmente, el 
modelo ES-LSM3 se integró en una inter-
faz gráfica que permite traducir palabras 
del español a glosa de la LSM y repro-
ducir videos que muestran brevemente el 
uso de una seña para cada palabra o, en 
su defecto, el deletreo dactilológico. 

PALABRAS CLAVE: Aprendizaje profun-
do, compilación de corpus, glosa de la 
LSM, lengua de señas mexicana, sistema 
de traducción automática.

Colaboración

ABSTRACT: This work presents a machine translation 
system for converting Spanish text into glosses of Mexi-
can Sign Language (LSM). The LSM gloss serves as an 
intermediate grammatical representation that reflects the 
sequence of signs in this language. For the development 
of the system, a Spanish–LSM bilingual corpus was built 
using the LSM dictionary of Mexico City, complemented 
with additional linguistic information and audiovisual re-
sources, and structured in a relational database. Subse-
quently, using Meta’s NLLB model, fine-tuning was per-
formed with this corpus, resulting in three model variants: 
ES-LSM1, ES-LSM2, and ES-LSM3. The quality of each 
version was evaluated using the BLEU, ROUGE, and ChrF 
metrics, showing significant improvements in each itera-
tion, even with a limited amount of data. In particular, the 
ES-LSM3 version achieved outstanding results with 84% in 
ROUGE, 75% in ChrF, and up to 65% in BLEU-1, reflecting 
translations with high lexical accuracy and strong corres-
pondence to the reference sentences. Finally, ES-LSM3 
was integrated into a graphical interface that allows the 
translation of Spanish words into LSM glosses and playing 
videos that briefly demonstrate the use of a sign for each 
word or, when unavailable, its fingerspelled form.

KEYWORDS: Deep learning, corpus compilation, LSM 
gloss, mexican sign language, automatic translation sys-
tem.

INTRODUCCIÓN
En México, aproximadamente 2.9 millones de personas presen-
tan algún tipo de discapacidad auditiva, de las cuales cerca de 
1.3 millones son sordas [1]. Esta cifra subraya la importancia del 
conocimiento, uso y difusión de la lengua de señas mexicana 
(LSM), un sistema de comunicación visual con estructura lingüís-
tica propia, basado en configuraciones manuales, movimientos, 
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expresiones faciales y corporales. A pesar de su papel 
fundamental en la inclusión social de las personas sor-
das, únicamente el 0.2% de la población mexicana utiliza 
o comprende la LSM [2], lo que revela una marcada bre-
cha comunicativa entre personas sordas y oyentes.

La LSM fue reconocida como lengua nacional oficial en 
2005 y constituye un elemento central del patrimonio lin-
güístico de la comunidad sorda [3]. Como toda lengua 
natural, posee una gramática propia, sustentada en una 
fonología visual que integra tres componentes: la matriz 
segmental (movimiento y uso de las manos), la articula-
toria (configuración, ubicación, dirección y orientación) y 
los rasgos no manuales (expresiones faciales y postu-
ras) [4, 5].

Un medio para comprender la expresión del significado 
en LSM es el uso de la glosa, una transcripción de las 
señas a la sintaxis del español. Aunque la glosa ofrece 
una representación aproximada del mensaje original, es 
una herramienta útil en la enseñanza, el análisis lingüísti-
co y la documentación de la LSM, facilitando su estudio 
y comparación con otras lenguas de señas [5].
En años recientes, se han desarrollado diversos siste-
mas automáticos para facilitar la comunicación entre 
personas sordas y oyentes, destacando aquellos basa-
dos en visión computacional y aprendizaje automático 
para el reconocimiento de señas [6-8]. Sin embargo, la 
mayoría de estos esfuerzos se enfocan en la traducción 
de la LSM al español, mientras que los trabajos dirigidos 
a la traducción del español a la LSM han sido escasos.

Entre estos pocos trabajos, destacan los de Pichar-
do-Laguna et al. [9,10,11], quienes desarrollaron un siste-
ma de traducción directa con base a reglas marcadas. 
Un trabajo más reciente de ellos considera la sintaxis 
tanto del español como del LSM [12]. Por otra parte, Her-
nández-Cruz [13] propone un traductor del español mexi-
cano a la glosa de la LSM, cuyo diseño combina algunos 
modelos tradicionales, como autómatas y reglas lingüís-
ticas, con una red de memoria a largo plazo (LSTM). Sin 
embargo, el corpus empleado para el entrenamiento 
proviene principalmente de traducciones del español a 
la glosa de la lengua de señas española, lo que introduce 
un sesgo que podría afectar su aplicabilidad a la LSM. 
En los últimos años, han surgido enfoques basados en 
aprendizaje profundo que podrían superar estas limita-
ciones al aprovechar corpus más extensos y técnicas 
de modelado del lenguaje, e.g., ver  [14]. Un ejemplo re-
ciente es el trabajo de Lara-Ortiz et al. [15], quienes com-
pilaron un corpus de 3,000 pares de frases en español 
y glosa de LSM, validado con modelos transformadores 
y alcanzando una efectividad del 94%. No obstante, su 
corpus presenta una redundancia de estructuras y de 
vocabulario, lo que podría afectar la generalización de 
los modelos.

El presente trabajo propone un sistema de traducción 
automática del español mexicano a la glosa de la LSM. 

Entre los objetivos de este trabajo destacan tres. En pri-
mer lugar, desde el punto de vista científico, se planteó 
analizar la viabilidad del uso de modelos multilingües de 
código abierto para abordar tareas de traducción entre 
lenguas orales y lenguas de señas, considerando los 
desafíos lingüísticos y estructurales que implica este 
tipo de procesamiento. En segundo lugar, desde una 
perspectiva tecnológica, el objetivo fue desarrollar un 
prototipo funcional basado en modelos de aprendizaje 
profundo capaz de generar traducciones bidirecciona-
les entre español y glosa de LSM, evaluando su des-
empeño con un conjunto de validación independiente. 
Finalmente, desde un enfoque social, se buscó contribuir 
a la inclusión comunicativa y a la reducción de barreras 
lingüísticas que enfrenta la comunidad sorda en México, 
mediante el aprovechamiento de tecnologías accesibles 
y de libre uso. 

En conjunto, el trabajo presenta dos contribuciones prin-
cipales: (1) el preprocesamiento de un corpus bilingüe 
LSM-español compuesto por 1,077 pares de frases úni-
cas, cada una con vocabulario distinto, y (2) el desarrollo 
de tres modelos de traducción ajustados a partir de No 
Language Left Behind (NLLB) de Meta, un modelo multi-
lingüe de código abierto que ha demostrado un desem-
peño competitivo en tareas de bajo recurso. Los resul-
tados experimentales indican un desempeño de hasta 
69% de precisión en la traducción de glosa de LSM al 
español, y 68% en la dirección inversa, lo que evidencia 
la viabilidad técnica y científica del enfoque propuesto, 
así como su potencial impacto social en el fortalecimien-
to de la accesibilidad lingüística.

Revisión de la literatura
A la fecha, se han documentado poco más de 50 tra-
bajos en la literatura científica centrados en la traduc-
ción automática entre la LSM y el español mexicano. La 
mayoría de estos estudios abordan el reconocimiento 
automático de señas, utilizando imágenes y videos en 
dos o tres dimensiones para capturar la configuración, 
el movimiento, la orientación y la ubicación de las ma-
nos [16-18]. Algunos enfoques han incorporado sensores 
inerciales para mejorar la precisión en la detección de 
señas, como en el caso de Varela-Santos et al. [19]. Par-
ticularmente, Ríos-Figueroa et al. [16] presentan un com-
pendio de trabajos destacados en esta área, mientras 
que Mendoza-Tene et al. [6] evalúan la efectividad de 
estos sistemas en dispositivos móviles.

Por otra parte, la traducción automática en la dirección 
inversa, del español mexicano a la LSM, ha recibido me-
nor atención. Entre los estudios más relevantes se en-
cuentran los de Pichardo-Lagunas y Martínez-Seis [9,10], 
quienes propusieron un enfoque basado en reglas lin-
güísticas manuales para estructurar la LSM a partir del 
español. Estos autores identificaron que muchas cons-
trucciones requieren referencias visuales contextuales, 
como en el caso de las preposiciones de lugar, para lo-
grar una equivalencia semántica adecuada. Asi mismo, 
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observaron que, al igual que en otras lenguas, la LSM per-
mite múltiples estructuras sintácticas para expresar una 
misma idea. Por su parte, Hernández-Cruz [13] desarrolló 
un sistema de traducción del español mexicano a la glosa 
de la LSM, combinando autómatas, reglas gramaticales y 
una red neuronal LSTM. Sin embargo, su corpus de en-
trenamiento se basó principalmente en traducciones a la 
lengua de señas española, lo que introduce un sesgo sig-
nificativo para su aplicabilidad en el contexto mexicano.

En contraste, otras lenguas de señas han mostrado avan-
ces importantes. Por ejemplo, Zhao et al. [20] desarro-
llaron un sistema de traducción de texto a la lengua de 
señas americana (ASL) utilizando gramáticas de árbol 
sincrónico. Del mismo modo, D’Armond y Speers [21] em-
plearon gramáticas léxicas funcionales para representar 
estructuras del inglés en ASL, integrando además un mo-
delo fonológico basado en el principio de movimiento-re-
tención. También se han propuesto sistemas para otras 
lenguas de señas, como la española [22], la griega [23] y 
la árabe [24], entre otras [14].

En años recientes, los avances en aprendizaje profundo, 
particularmente los modelos de lenguaje de gran escala, 
han transformado los sistemas de traducción automática 
[25,26]. Modelos como BERT [27] y sus variantes, entre 
ellas XLNet [28] y RoBERTa [29], han establecido nuevos 
estándares en tareas de procesamiento del lenguaje na-
tural. En este sentido, Cate y Hussein [30] exploraron el 
uso de modelos tipo BERT para la traducción del inglés 
a ASL con resultados prometedores. De forma comple-
mentaria, Stoll et al. [31] propusieron redes generativas 
adversarias (GAN) para mejorar la generación de señas. 
Sin embargo, un obstáculo persistente para el desarrollo 
generalizado de sistemas de traducción automática hacia 
lenguas de señas sigue siendo la escasez de corpus ex-
tensos, balanceados y bien estructurados [32].

MATERIAL Y MÉTODOS
Construcción del Corpus
El corpus utilizado en este estudio se construyó princi-
palmente a partir del Diccionario de la Lengua de Señas 
Mexicana de la Ciudad de México [4], el cual contiene 977 
pares de sentencias con su transcripción en glosa de la 
LSM y su correspondiente en español. Cada sentencia 
incorpora una palabra nueva del diccionario, asegurando 
así una cobertura progresiva del vocabulario. Adicional-
mente, se integraron 100 palabras individuales provenien-
tes de otras fuentes, con el objetivo de ampliar la diver-
sidad léxica. En total, el corpus está compuesto por 1,077 
registros.

Además de las transcripciones LSM-español, se incluye-
ron anotaciones lingüísticas detalladas de la LSM, abar-
cando los siguientes aspectos:
- Tipo de seña: Se clasifican en seña manual (SM), cuando 
se emplea únicamente la mano dominante; seña bima-
nual (SB), cuando participan la mano dominante y la mano 
base; y seña simétrica (SS), cuando ambas manos se 

usan de forma sincronizada. También se consideran las 
señas compuestas (SC), integradas por dos o más señas 
simples que, en conjunto, representan un único concepto. 
Estas pueden incluir combinaciones de SM, SB o SS.

- Configuración: Hace referencia a la forma que adoptan 
las manos al realizar la seña. Se seleccionaron configu-
raciones previamente registradas en el diccionario, así 
como algunas configuraciones transitivas, es decir, aque-
llas que cambian de forma durante la ejecución de una 
misma seña.
- Orientación: Indica la dirección en la que se orienta la 
palma o el dorso de la mano. Algunas señas presentan 
orientaciones fijas, mientras que otras implican un cambio 
de orientación como parte de su significado.
- Ubicación: Corresponde al espacio corporal donde se 
inicia, desarrolla o finaliza la seña. Por ejemplo, una seña 
puede comenzar a la altura del pecho y terminar en la 
frente, o viceversa. La ubicación varía ampliamente entre 
señas.
- Movimiento: Describe el desplazamiento que realiza una 
o ambas manos. En algunos casos, una mano permanece 
estática mientras la otra realiza un movimiento; en otros, 
ambas manos interactúan dinámicamente.
-Rasgos no manuales: Se documentan elementos como 
expresiones faciales, movimientos de cabeza, cejas u 
hombros que complementan o modifican el significado 
de la seña.
- Representación icónica: En los casos en que la seña si-
mula visualmente una acción, objeto o ser vivo, se incluye 
una nota de representación para señalar dicha corres-
pondencia.
- Definición: Se anota la definición en español de cada 
palabra registrada, siguiendo la referencia del diccionario.
Con el fin de complementar el corpus textual, se procuró 
incorporar material audiovisual de las señas. Aunque no 
todas las entradas disponen de un video demostrativo, 
se logró recopilar al menos una representación en video 
para la mayoría de los registros.
Finalmente, el corpus fue estructurado en una base de 
dato relacional implementada en MySQL, lo que permite 
un almacenamiento organizado y eficiente de la informa-
ción lingüística y visual. La Figura 1 muestra el diagrama 
entidad-relación de dicha base de datos. 

Figura 1: Método propuesto para la clasificación de enferme-
dades de las hojas de fresa.
Fuente: Elaboración propia.
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Entrenamiento de los modelos
Para el entrenamiento del sistema de traducción 
glosa LSM-español se utilizó el modelo No Lan-
guage Left Behind (NLLB) desarrollado por Meta. 
Este modelo se seleccionó sobre otras alterna-
tivas (como MarianMT o mBART) por dos razones 
principales: (1) NLLB está diseñado para abordar la 
traducción multilingüe de más de 200 idiomas y se 
ha destacado por una mayor calidad de traducción, 
en comparación con modelos de arquitecturas co-
dificador-decodificador; y (2) NLLB se destaca por 
su eficiencia y velocidad en procesos de ajuste 
fino (fine-tuning), lo que permite adaptar el modelo 
pre-entrenado con un consumo de recursos com-
putacionales moderado. En particular, en este estu-
dio se empleó una versión optimizada y de menor 
tamaño (o destilada) del modelo, con un nuevo par 
de lenguajes: español y glosa de la LSM.

El proceso de entrenamiento se realizó en Google 
Colab, tanto en su versión gratuita como de paga y 
constó de tres etapas principales:

1. Preparación del corpus. El corpus se organizó en 
un archivo CSV con tres columnas: sentencias en 
español, su correspondiente traducción en glosa 
LSM, y una indicación del uso de la instancia (como 
entrenamiento o prueba). Se utilizó el modelo con-
junto-validación, considerando 90% para entre-
namiento y el resto para pruebas o validación. Se 
consideró como criterio de división del conjunto-va-
lidación la estratificación, asegurando una represen-
tación proporcional de la complejidad lingüística en 
ambos subconjuntos. La estratificación se diseñó 
bajo dos escenarios con el fin de evaluar la robustez 
del modelo: (1) un escenario en el que el conjunto de 
validación compartiera la mayor parte del vocabula-
rio presente en el entrenamiento, permitiendo medir 
la capacidad de generalización sobre patrones ya 
observados; y (2) un escenario en el que el conjunto 
de validación incluyera glosas y estructuras ausen-
tes en el entrenamiento, con el propósito de evaluar 
la respuesta del modelo ante patrones novedosos. 
A partir de esta preparación se generaron las distin-
tas versiones del sistema de traducción.

2. Configuración del entorno de entrenamiento. Se 
añadió un token específico para la glosa LSM al 
tokenizador del modelo. Este token se inicializó con 
pesos derivados del español para mejorar la adap-
tación, evitando así el entrenamiento desde cero y 
acelerando la convergencia del modelo. Además, 
se establecieron los hiperparámetros adecuados 
para el proceso de entrenamiento, en función de 
la capacidad computacional disponible y el tamaño 
del corpus. Esta configuración incluyó el tamaño de 
lote (batch size), número de pasos de calentamiento 
(warmup steps), longitud máxima de las secuencias 
y tasa de decaimiento de los pesos (weight decay).

3. Entrenamiento del modelo. El modelo se entrenó 
utilizando las instancias del corpus. La duración del 
entrenamiento varió según los recursos asignados 
(como la capacidad en GPUs) y los hiperparáme-
tros utilizados. El entrenamiento se llevó a cabo en 
ciclos ajustados a las limitaciones del entorno.

Se construyeron tres modelos de traducción auto-
mática, todos ellos versiones del modelo NLLB con 
diferentes configuraciones. El primer modelo, llama-
do ES-LSM1, fue entrenado en la versión gratuita de 
Google Colab, utilizando una GPU T4 de 15 GB. De-
bido a las limitaciones de hardware, el batch size se 
restringió a 16. El modelo se entrenó con 927 instan-
cias y alcanzó 19,000 pasos antes de ser interrumpi-
do por el límite de tiempo de cuatro horas impuesto 
por la plataforma.

El segundo modelo, ES-LSM2, fue entrenado en 
Google Colab Pro, con acceso a una GPU A100 de 
80 GB. Esto permitió aumentar el batch size a 32 y 
ejecutar 57,000 pasos de entrenamiento, utilizando 
977 instancias. El entrenamiento duró aproximada-
mente seis horas y arrojó mejores resultados en las 
métricas de evaluación.

Finalmente, para el tercer modelo, ES-LSM3, se am-
plió el corpus a 1077 instancias, incorporando pa-
labras individuales además de sentencias, con el 
objetivo de analizar el comportamiento del modelo 
ante vocabulario previamente aprendido. Se man-
tuvieron las configuraciones del segundo modelo, 
permitiendo una comparación directa.	

La Tabla 1, muestra los hiperparámetros utilizados 
en el entrenamiento para los modelos ES-LSM1, ES-
LSM2 y ES-LSM3. Para todos los modelos, se es-
tableció una tasa de decaimiento de los pesos del 
0.001 y un número de pasos de calentamiento igual 
a 1000.

Fuente: Elaboración propia.

Tabla 1. Hiperparámetros para el entrenamiento de los mode-
los ES-LSM1, ES-LSM2 y ES-LSM3.

La Figura 2 presenta un diagrama de flujo metodológi-
co que sintetiza las fases secuenciales implementadas 
para el entrenamiento del sistema de traducción glosa 
LSM-español.
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Figura 3. Interfaz del sistema de traducción para convertir tex-
to del español mexicano a vídeos correspondientes en LSM.
Fuente: Elaboración propia. 

Figura 2: Diagrama de flujo metodológico del proceso de en-
trenamiento de los sistemas de traducción basados en NLLB. 
Fuente: Elaboración propia.

Fuente: Elaboración propia.

Tabla 2. Comparación del desempeño de los modelos en la 
traducción del español a glosa de la LSM, considerando todo 
el vocabulario disponible en el corpus.

Interfaz de lectura de la glosa de la LSM
Se desarrolló una interfaz que, utilizando los modelos 
de traducción automática presentados en la sección de 
“Entrenamiento de los modelos”, permite recibir un tex-
to en español mexicano y traducirlo a una secuencia de 
vídeos correspondientes a la LSM (ver Figura 3). Estos 
vídeos representan de forma directa la glosa LSM ge-
nerada por el modelo de traducción.

El software implementado consistió en una aplicación 
de escritorio desarrollada en Python, la cual opera me-
diante la búsqueda de cada palabra de la oración in-
gresada dentro de la base de datos de la Figura 1. Si la 
palabra está registrada, el sistema reproduce el video 
correspondiente a su seña. En caso de que la palabra 
no se encuentre en el repositorio, el sistema recurre 
al deletreo dactilológico, asegurando así la continuidad 
del mensaje y facilitando la comunicación con perso-
nas sordas.

RESULTADOS
Se realizó un estudio experimental con el propósito de 
comparar el desempeño de los modelos de traducción 
generados. Una vez completado el proceso de entre-
namiento, se evaluó la capacidad de los modelos para 
traducir en ambos sentidos: del español a la glosa de la 
LSM y viceversa. La evaluación se llevó a cabo utilizan-
do métricas estándar como BLEU, ROUGE y ChrF, las 
cuales permiten medir la similitud entre las traduccio-
nes generadas y textos de referencia. BLEU se enfoca 
en coincidencias n-gram para evaluar precisión, ROU-
GE valora la recuperación de información en resúme-
nes y traducciones, y ChrF analiza similitud a nivel de 
caracteres, siendo útil para lenguas morfológicamente 
complejas. Estas métricas proporcionan una visión inte-
gral del rendimiento de los modelos desarrollados.

La Tabla 2, muestra los datos comparativos de los mo-
delos de la traducción del español a la glosa de la LSM 
considerando todo el vocabulario dentro del corpus. 
Se observa, en general, una mejora progresiva en el 
rendimiento de los modelos a través de sus versiones 1, 
2 y 3. lo que indica una mejor calidad de traducción en 
la versión más reciente. En particular, ES-LSM3 obtuvo 
los puntajes más altos en ROUGE (84%), ChrF (75%) y 
BLEU-1 a BLEU-4, lo que indica mayor fidelidad, cohe-
rencia y precisión en las traducciones.

La Tabla 3 muestra los datos comparativos de los mo-
delos de la traducción del español a la glosa de la LSM 
considerando solamente parte de vocabulario del cor-
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pus. Aquí se observa un comportamiento mixto entre 
los modelos. ES-LSM1 presenta los valores más altos 
en ROUGE (83%) y ChrF (69%), lo que indica una mejor 
similitud entre las sentencias. Sin embargo, ES-LSM3 
superó a los otros modelos en las métricas BLEU-2 a 
BLEU-4, lo que sugiere una mayor precisión en secuen-
cias más largas de palabras. 

Análisis cuantitativo
Durante la experimentación con las distintas versiones 
del modelo, se observó una mejora progresiva en el 
desempeño conforme se aumentaron las instancias de 
entrenamiento. Las evaluaciones se realizaron en dos 
escenarios: un conjunto de pruebas con palabras pre-
sentes en el corpus original y otro con palabras nuevas 
no vistas durante el entrenamiento, siendo el porcenta-
je de palabras en ambos casos prácticamente el mis-
mo. En ambos casos, se utilizaron métricas estándar de 
traducción automática (BLEU, ROUGE y ChrF) para me-
dir la calidad de las traducciones. Tomando en cuenta 
los todos los resultados obtenidos por las diferentes 
métricas, en los dos casos el desempeño promedio del 
modelo ES-LSM1 es de 49.5%, el del modelo ES-LSM2 
de 53.63 % y el modelo ES-LSM3 tiene un promedio de 
56.46%.

Los resultados muestran que las versiones sucesivas 
del modelo (ES-LSM2 y ES-LSM3) superaron consis-
tentemente a la versión inicial (ES-LSM1). En particular, 
la versión ES-LSM3 destacó en los puntajes BLEU-4 y 
ChrF, lo cual indica una mayor precisión y fluidez tan-
to en traducciones conocidas como no vistas. Esto 
sugiere que el modelo no solo aprende a reproducir 
las estructuras del corpus, sino que también adquiere 
capacidad de generalización. Aunque otros trabajos 
previos a este hayan utilizado las mismas métricas de 
evaluación de traducción, no sería del todo justo com-
parar los puntajes como tal, ya que ninguno ha tenido la 
misma estructura que utilizamos para entrenar y probar 
los modelos. Pero si se puede afirmar que nuestra glo-
sa es de la más diversa, lo que resultó en un modelo 
más adaptable a diferentes traducciones.

Al integrar este modelo con la interfaz de usuario, se 
logró una herramienta funcional que permite traducir 
sentencias en español a glosa LSM y reproducir auto-
máticamente los videos correspondientes a cada seña. 
Estos avances reflejan tanto la viabilidad técnica como 
el potencial social del sistema desarrollado.

Tabla 3. Comparación del desempeño de los modelos en la 
traducción del español a glosa de la LSM, considerando única-
mente parte del vocabulario disponible en el corpus.

Tabla 5. Comparación del desempeño de los modelos en la 
traducción de glosa LSM al español, considerando solamente 
parte del vocabulario disponible en el corpus.

Tabla 4. Comparación del desempeño de los modelos en la 
traducción de glosa LSM al español, considerando todo el vo-
cabulario disponible en el corpus.

Fuente: Elaboración propia.

Fuente: Elaboración propia.

Fuente: Elaboración propia.

La Tabla 4 muestra los datos comparativos de los mo-
delos de la traducción de la glosa de la LSM al español 
considerando todo el vocabulario incluido en el corpus. 
Aquí, los resultados indican una mejora del modelo ES-
LSM2 en casi todas las métricas, especialmente en 
ROUGE (77%), ChrF (65%) y BLEU-1 a BLEU-4. Aunque 
ES-LSM3 sigue manteniendo un desempeño competi-
tivo, ES-LSM1 muestra el rendimiento más bajo, espe-
cialmente en ChrF (39%) y BLEU-1 (32%).}

Finalmente, la Tabla 5 presenta los datos comparativos 
de los modelos de la traducción de la glosa de la LSM 
al español, considerando solamente parte del vocabu-
lario del corpus. Similar a la Tabla 1, aquí se observa 
que ES-LSM3 presenta el mejor desempeño general, 
destacando en todas las métricas evaluadas. 
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Análisis cualitativo
El modelo ES-LSM1 incluyó varias predicciones acerta-
das y otras menos precisas, aunque cercanas al mensa-
je original. De este modelo, ciertas predicciones resulta-
ron más intrigantes que otras, por lo que se requirió una 
revisión particular de aquellas más alejadas del mensaje 
esperado, para determinar las causas de dichas varia-
ciones.

Por ejemplo, para la oración “Mi familia siempre dona a 
Teletón”, la traducción esperada es: “SIEMPRE MI FAMI-
LIA TELETÓN DONAR’”, pero la predicción final resultó: 
“SIEMPRE MI FAMILIA DONAR TELETÓN”. Aunque el 
modelo fue capaz de identificar y traducir correctamente 
los lexemas (palabras individuales), tendió a reproducir la 
estructura canónica Sujeto-Verbo-Objeto (SVO) del es-
pañol, en lugar de adoptar las estructuras propias de la 
LSM, las cuales a menudo priorizan el tópico o emplean 
órdenes como Tiempo-Sujeto-Objeto-Verbo (T-S-O-V).

También se detectaron casos en los que la traducción 
no fue correcta, especialmente en ciertas palabras. Por 
ejemplo, para la oración “Mi viaje a Francia me emocio-
nó”, la traducción correcta sería: “YO VIAJE FRANCIA 
YO EMOCIONAR YA’”; sin embargo, la predicción del 
modelo fue: “MI VIAJE FRANCIA YO EMUCIONAR”. Aquí 
se observa que las palabras ausentes en el conjunto de 
entrenamiento no son traducidas adecuadamente, debi-
do a la falta de referencias suficientes para el modelo. 
Por lo tanto, se determinó que el modelo requería un 
mayor volumen de información para su entrenamiento, 
lo que motivó la creación de los modelos ES-LSM2 y 
ES-LSM3.

La Tabla 6 muestra algunas traducciones del modelo 
ES-LSM2, donde se evidencia una clara mejoría respec-
to al modelo ES-LSM1, aunque todavía persisten proble-
mas relacionados con la morfología y la concordancia. El 
modelo luchó por integrar y predecir correctamente los 
elementos gramaticales que marcan la persona, como 
los pronombres clíticos y las señales de direccionalidad 
inherentes a la LSM. 

La Tabla 7 muestra los resultados de traducción del 
modelo ES-LSM3. Aquí, el modelo mostró una capaci-
dad mejorada para generalizar y manejar vocabulario 
desconocido, demostrando un progreso en la inferen-
cia léxica (e.g., intentando traducir palabras no vistas, 
aunque con errores como “MATINAR” por “MATAR”). 
Al igual que en los otros modelos, se evidencia la ne-
cesidad de un mayor volumen de datos para un entre-
namiento más robusto y de alta calidad para abordar 
estas variaciones y mejorar la precisión tanto léxica 
como sintáctica.

Tabla 6. Ejemplos comparativos de traducciones generadas 
por el modelo ES-LSM2, mostrando la calidad de salida frente 
a las referencias del corpus

Tabla 7. Ejemplos comparativos de traducciones generadas 
por el modelo ES-LSM3, mostrando la calidad de salida frente 
a las referencias del corpus.

Fuente: Elaboración propia.

Fuente: Elaboración propia.

CONCLUSIONES
En el presente trabajo, se desarrolla un sistema de tra-
ducción automática de texto en español a glosa de la 
LSM, con reproducción audiovisual de las señas. Para 
ello, se construye un corpus bilingüe a partir del diccio-
nario de LSM de la Ciudad de México, enriquecido con 
información lingüística y representación audiovisual, y 
organizado en una base de datos relacional. Se propo-
nen tres versiones derivadas del modelo NLLB de Meta, 
que demuestran mejoras progresivas en el desempeño 
conforme el incremento de las instancias de entrena-
miento. Las métricas de evaluación (BLEU, ROUGE y 
ChrF) reflejan una mayor calidad de traducción en la 
versión ES-LSM3, que exhibe una mejor capacidad de 
generalización, incluso con datos no vistos durante el 
entrenamiento.

En general, los resultados obtenidos son alentadores, 
especialmente considerando la limitada cantidad de 
datos disponibles. Si bien los modelos de traducción 
automática suelen requerir decenas de miles de sen-
tencias para lograr buenos desempeños, los modelos 
generados permiten una versión funcional de traduc-
ción. Se espera que estos avances representen un 
paso hacia el fortalecimiento de la educación inclusiva 
y la accesibilidad tecnológica, al facilitar herramientas 
que contribuyan a reducir barreras comunicativas para 
la comunidad usuaria de la LSM. 
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Como trabajo futuro, se priorizará la expansión del cor-
pus con aportaciones de expertos y usuarios. Funda-
mentalmente, se realizará una validación con personas 
sordas e intérpretes de LSM para evaluar la compren-
sión semántica y la naturalidad de las traducciones 
producidas por el modelo. Asimismo, se plantea como 
línea alternativa de investigación el uso de técnicas de 
minería de patrones frecuentes y reglas de asociación 
para identificar nuevas reglas de traducción que com-
plementen los modelos propuestos y contribuyan a 
mejorar la calidad de las traducciones.
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